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DNA-Sequence

The sequence of the bases (A,T,G,C) in the DNA-
molecule determines the blueprint of an
organism.



What is a Markov chain and what has it to do 
with DNA?

Андрей Андреевич Марков (1856 – 1922)



Markov chain 
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Model: 

o a sequence is generated by a random process

Alphabet: 

o set of characters 𝑥𝑖 building up the chain, e.g. 𝑥𝑖 = 𝐴, 𝐶, 𝐺, 𝑇

Markov property: 

o the value 𝑥𝑖+1 only depends on 𝑥𝑖 , but not on 𝑥𝑖−1, 𝑥𝑖−2, … .

Transition probability:

o 𝑎𝑠𝑡 = 𝑃 𝑥𝑖 = 𝑡 | 𝑥𝑖−1 = 𝑠



Markov-chain for DNA

Uwe Menzel, 2011

C

A

C

G

A

T

C

𝑎𝐶𝐴 = 0.29 = probability
that a C is followed by an A

𝑎𝐶𝐴 = 0.29

𝑎𝐶𝐶 = 0.25

𝑎𝐶𝐺 = 0.21

𝑎𝐶𝑇 = 0.25



Drawing a long Markov chain
(for DNA)
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ℬ E

Abbildung: Sven Schuirer

ℬ = begin state
𝐸 = end state



Joint probability of a chain
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𝑃 Ԧ𝑥 = 𝑃 𝑋1 = 𝑥1, 𝑋2 = 𝑥2, 𝑋3 = 𝑥3, … , 𝑋𝑁 = 𝑥𝑁

= 𝑃 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑃 Ԧ𝑥 = 𝑃 𝑋1 = 𝐴, 𝑋2 = 𝐶, 𝑋3 = 𝐶, 𝑋4 = 𝐺, 𝑋5 = 𝑇 for DNA

= 𝑃 𝐴, 𝐶, 𝐶, 𝐺, 𝑇

𝑃 Ԧ𝑥 = 𝑃 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁−1, 𝑥𝑁

Use multiple times:  𝑃 𝑥, 𝑦 = 𝑃 𝑥 𝑦) ∙ 𝑃(𝑦)

𝑃 Ԧ𝑥 = 𝑃 𝑥1 ∙ 𝑃 𝑥2 | 𝑥1 ∙ 𝑃 𝑥3 | 𝑥2, 𝑥1 ∙ 𝑃 𝑥4 | 𝑥3, 𝑥2, 𝑥1 ∙ …

With the Markov property, this simplifies to:

𝑃 Ԧ𝑥 = 𝑃 𝑥1 ∙ 𝑃 𝑥2 | 𝑥1 ∙ 𝑃 𝑥3 | 𝑥2 ∙ 𝑃 𝑥4 | 𝑥3 ∙ … ∙ 𝑃 𝑥𝑁 | 𝑥𝑛−1



Probability of the Markov chain1

1considering homogeneous Markov-chains only
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𝑃 Ԧ𝑥 = 𝑃 𝑥1 ∙ 𝑃 𝑥2 | 𝑥1 ∙ 𝑃 𝑥3 | 𝑥2 ∙ 𝑃 𝑥4 | 𝑥3 ∙ … ∙ 𝑃 𝑥𝑁 | 𝑥𝑛−1

Let  𝑎𝑥𝑖−1,𝑥𝑖
= 𝑃 𝑥𝑖 | 𝑥𝑖−1 transition probability

𝑃 Ԧ𝑥 = 𝑃 𝑥1 ∙ 𝑎𝑥1,𝑥2
∙ 𝑎𝑥2,𝑥3

∙ 𝑎𝑥3,𝑥4
∙ … ∙ 𝑎𝑥𝑁−1,𝑥𝑁

𝑃 Ԧ𝑥 = 𝑃 𝑥1 ∙ ෑ

𝑖=2

𝑁

𝑎𝑥𝑖−1,𝑥𝑖
with 𝑃 𝑥1 = 𝑎𝑥0,𝑥1

𝑥0 is a virtual (begin) 
state, introduced to 
make the formula nicer

𝑃 Ԧ𝑥 = ෑ

𝑖=1

𝑁

𝑎𝑥𝑖−1,𝑥𝑖



Maximum Likelihood (ML) estimators for the 
transition probabilities in DNA

o count the frequency of dinucleotides, 𝑐𝑠𝑡,  in many genomic sequences

o normalize: divide by the sum of all outgoing transition probabilities 

o a = transition probabilities; c = transition frequencies ”counts”)
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The outgoing transition probabilities from each symbol sum up to 1.

It follows that:

𝑎𝐶𝐴 + 𝑎𝐶𝐶 + 𝑎𝐶𝐺 + 𝑎𝐶𝑇 = 1

For example, it holds that:



Maximum Likelihood (ML) estimators for the 
transition probabilities in DNA
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Matrix of transition probabilities

A C G T

A 0,300 0,205 0,285 0,210

C 0,322 0,298 0,078 0,302

G 0,248 0,246 0,298 0,208

T 0,177 0,239 0,292 0,292

Stochastisc
matrix
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row sum = 1

Probability of the chain C, A, A, G ; presupposed the transition 
probabilities presented in the table, and that the first 
nucleotide is a C with probability 0.25

𝑃 𝐶, 𝐴, 𝐴, 𝐺 = 𝑎0𝐶 ∙ 𝑎𝐶𝐴 ∙ 𝑎𝐴𝐴 ∙ 𝑎𝐴𝐺

= 0.25 ∙ 0.322 ∙ 0.3 ∙ 0.285 = 0.00688



Language recognition (Markov)

o languages differ by the frequencies of transitions between characters:

o for example, ”th” is quite frequent in English but not in Spanish



A Likelihood Ratio Test using Markov chains to 
determine whether a small piece of DNA is a CpG 

island or not

Picture from: Durbin et al. (Ed): Biological Sequence Analysis, 

Cambridge University Press, 1998



What is a CpG island ?

o What CpG frequency do we (approximately) expect ?

o PCG ≈  ¼ · ¼ =  1/16 ;  more precisely  0,21 · 0,21 ≈ 4,4%

o actual frequency is only 0,8 % (mammalia)

o cytosine (C) in a CpG is chemically unstable:

o methylation, deamination: CG → CmethG → TG

o CpG-islands have a higher CpG percentage, compared to the 
rest of the genome
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”Training”: Finding transition probabilities for both 
CpG islands and non-islands

A C G T

A 0.180 0.274 0.426 0.120

C 0.171 0.368 0.274 0.188

G 0.161 0.339 0.375 0.125

T 0.079 0.355 0.384 0.182

A C G T

A 0.300 0.205 0.285 0.210

C 0.322 0.298 0.078 0.302

G 0.248 0.246 0.298 0.208

T 0.177 0.239 0.292 0.292

CpG-Islands Non-Islands

model+ model-

Uwe Menzel, 2011

𝑎𝐶𝐺
− = 0.078𝑎𝐶𝐺

+ = 0.274



How to discriminate between CpG islands 
and non-islands

Observed sequence:  X = (ATCGCGCGGC)
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Result:   The probability of the chain is higher if we assume model ”+” (CpG island 
model) → It is more likely that the sequence X is a CpG-Island.

Note that it might be better to carry out these calculations in log-space, to avoid
underflow in computations. Products become sums in log-space making the
calculations faster.

Probability of the chain under CpG island model 

Probability of the chain under non-island model 



Likelihood Ratio Test for Discrimination of CpG 
islands and non-islands

According to the model, a sequence X is a CpG-island if:

www.matstat.org

log likelihood ratios

S = log odds score 

𝑃 𝑋 | 𝑚𝑜𝑑 + > 𝑃 𝑋 | 𝑚𝑜𝑑 −

𝑃 𝑋 | 𝑚𝑜𝑑 +

𝑃 𝑋 | 𝑚𝑜𝑑 −
> 1

𝑆 = log
𝑃 𝑋 | 𝑚𝑜𝑑 +

𝑃 𝑋 | 𝑚𝑜𝑑 −
= ෍

𝑖=1

𝐿

log
𝑎𝑥𝑖−1𝑥𝑖

+

𝑎𝑥𝑖−1𝑥𝑖
− = ෍

𝑖=1

𝐿

𝛽𝑥𝑖−1𝑥𝑖
> 0

If the log odds score S is bigger than 0, it is more likely that the sequence
probed is a CpG island. If the log odds score is negative, it is more likely that
the sequence does not emerge from a CpG island.



known CpG-islands

known non-islands

𝑆 > 0𝑆 < 0

Does the method really work?

o We see that most of the known CpG islands have a positive log odds score, 
while most of the non-islands have a negative log odds score

o Errors are caused by: incorrect labels in the training sets, and problems 
when determining borders between CpG-islands and non-islands

Picture from: Durbin et al. (Ed): Biological Sequence Analysis, Cambridge University 
Press, 1998

Calculated scores for many training sets (islands and non-islands):



Pros and Cons of the scoring model

o Given a short piece of DNA, with sufficient certainty, one 
can decide if it is a CpG-island or not

o You cannot identify a potential CpG-island embedded in a 
long genomic sequence 

o The latter problem can be resolved by using a Hidden 
Markov Modell →
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l

L„Sliding window“

...ACGATACGATAAGTACGATGACCGT...

– Calculate log odds score S in every window of width 𝑙

– Disadvantages:

• Runtime (?)

• unknown size of the island → unknown window width 𝑙

Long sequence: Finding CpG-islands with a 
sliding window approach

Picture:   
Sven Schuirer
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